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Nasser Ezzati-Jivan
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● Professor, software engineer, and team leader since 2008
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● From Polytechnique Montreal University, DORSAL Lab.
● Ph.D. Candidate
● Software Performance researcher
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2
DTraComp: Distributed Trace Compare ©Maryam Ekhlasi et al. Presented at ICPE 2024



Goal
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Agenda
1. Introduction (5 min)
2. Motivations (5 min)
3. Basic concepts (60 min)

● Low-level Tracing, End-to-end Tracing, Debugging, Profiling, Logging, Monitoring
● Kernel/user space
● Process/ thread states

1. Detecting/Diagnosing and fixing real performance problems (60 min)

● Introducing real performance problems
● Introducing Differential flame graph
● Detecting performance problems
● Diagnosing performance problems

2. Hands-on exercises (30 min)

● Installing TraceCompass
● Collecting Traces with LTTng

3. Conclusion (5 min)
4. Questions and Answers (5 min)
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Special Thanks!

● Professor Michel Dagenais
○ Full Professor at Polytechnique Montreal University

● Fatemeh Faraji Daneshgar
○ Research Associate at Polytechnique Montreal University
○ Developer of Differential Flame Graph in TraceCompas

● TraceCompass Team
● EfficiOS Team
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Welcome To the Microservice City
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Basic Concepts!
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Question: Have you ever wondered how developers track the 
behavior of distributed applications in real-time, especially in 
complex systems?
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Question: What technique allows software developers to 
analyze and monitor the detailed operations of a system, 
including interactions with the operating system, to enhance 
performance and diagnose issues?!
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Levels of observability

● Debugging
● Logging
● Profiling
● Tracing

○ Low-level Tracing
○ High-level Tracing

● Monitoring
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Debugging

● The process of finding errors in source code!
● Performed in the development environment.
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Throw a division by zero error!!



Logging

● Recording information during the execution time.
● Levels of logging

○ DEBUG
○ INFO
○ WARNING
○ ERROR
○ FATAL
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Profiling

● Statistical summary of observed events.
● Where is performance lost?
● Won't report the reason!
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Low-level Tracing!

● Printf!
● Every location in the code that we want to trace is referred to as a tracepoint. 

The process of inserting tracepoints into the code is known as instrumentation 
and each time a tracepoint is executed, it is generated an event.

● Instrumentation
■ Static instrumentation
■ Dynamic instrumentation
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Low-level Tracing!
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Two Levels of low-level tracing

User-space Tracing

Kernel-Level Tracing
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Tracing VS Logging

● Tracers are designed to record much lower-level events that occur much 
more frequently than log messages.

●  Logging is more appropriate for a very high-level analysis of less frequent 
events: user accesses, exceptional conditions (errors and warnings, for 
example), database transactions, instant messaging communications, and 
such. Simply put, logging is one of the many use cases that can be satisfied 
with tracing.
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Competing software tracers (low-level tracers)

● LTTng
● Dtrace4linux
● eBPF
● Ftrace
● Perf
● Strace
● Sysdig
● SystemTap
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Low-level Trace Visualization Tool
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Visualization Approaches 

Flame Graph

● The horizontal axis of the call stack collection represents the function names
● Alphabetical arrangement of function names 

from left to right
● Combining identical functions placed 

side by side horizontally
● The width of each box shows 

the appearance frequency of that functions
● Random colors
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Reference:https://github.com/brendangregg/FlameGraph
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Root

leaf

Visualization Approaches 

Flame Chart

● Time on the horizontal axis
● Call stack on the vertical axis
● Single thread applications
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Reference: https://archive.eclipse.org/tracecompass/doc/stable/org.eclipse.tracecompass.doc.user/LTTng-UST-Analyses.html
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Visualization Approaches 

Differential Flame Graph
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Reference: https://www.brendangregg.com/blog/2014-11-09/differential-flame-graphs.html
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Distributed Tracing (High-level Tracing)

● End-to-end tracing!
● Technique for monitoring application requests as they move from frontend 

devices through backend services, databases, and any intermediary services.
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Distributed End-to-end Tracing Standards

1. OpenCensus
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Reference: https://opencensus.io/service/components/agent/
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Distributed End-to-end Tracing Standards

2. OpenTracing
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Reference: https://www.jaegertracing.io/docs/1.33/architecture/
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Distributed End-to-end Tracing Standards

3. OpenTelemetry
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Reference: https://opentelemetry.io/docs/
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High-level Trace Visualization Tools
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● Visualizing distributed requests
● Distributed context propagation
● Span’s parent-child relationships
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Power of Tracing!

● Over Profiling
● Over Debugging
● Over Logging
● Over Monitoring
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Software Performance!
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Deadlines! Fast! Limited Machine Resources!

DTraComp: Distributed Trace Compare ©Maryam Ekhlasi et al. Presented at ICPE 2024



What is Software Performance

● Software Aspects
○ Code efficiency
○ Caching strategy
○ Architecture and Design
○ Concurrency and Parallelism

● Hardware Aspects
○ Processor Speed Core Count
○ Memory (RAM)
○ Storage (HDD/SSD)
○ Network Speed

● Other Factors
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Motivation!   Code Efficiency!
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Executions Differences!
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Detective DTraComp Enter!
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We need more detail informations to answer this question!

What is happening inside the system?!

● How a program runs?
● What are the processes and threads?
● What are kernel and user space levels?
● What are process/ thread states?
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What is a process?
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What is a process?

37

OS Kernel Space
(User Code cannot access to these 

address otherwise resulting 
segmentation Fault)

User stack

Run-time heap

 BSS
Uninitialized, zero-initialized global 

and static variables

Data

Program Instructions
Binary image of the process 

System reserved low memory

Program in execution!!
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Fixed size!

Objects, dynamic memory

Local variables in functions, 
function call management

What is a thread?
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Thread!

Thread!



What is a thread?
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OS Kernel Space
(User Code cannot access to these 

address otherwise resulting 
segmentation Fault)

User stack
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Stack Stack
A Thread contains

● A thread ID
● A program counter
● A register set
● A stack

Benefits of threads

● Each process can do 
more than one task at 
a time

● Threads are 
lightweight however 
processes are 
heavyweight
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Differences between threads and Processes
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Context Switch in processes
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Process 1

Interrupt or 
System call

Interrupt or 
System call Context Switching 

Overhead

Context Switching 
Overhead

Process 2

Save state into process control block1
Reload state from PCB2
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Context Switch in threads
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Time

Thread 1 Thread 2Save Context Restore Context

Context Switch
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We have to know the process states
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New

Ready Running

Waiting Terminated

Admit

Interrupted

Scheduler Dispatch

I/O or Event completion

Exit

I/O or Event wait

Process Queue
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What the state of a process can tell us

● Process Status
● Resource Utilization
● Prioritization
● I/O Status
● Inter-process Communication (IPC)
● Concurrency and Parallelism
● Life Cycle Management
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Example! 
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Client Web 
Server

Database

Running

Actively handling request

Utilizing CPU Resources

Waiting

Dynamic content
Querying a database
Performing computations

Reading from a disk file
Waiting for DB query

Sleeping

Memory resources are 
being utilized
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Example!
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Example!
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Caching 
strategy

How we can know why the process is in the waiting state?

By system calls
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System call to 
read data

Blocked
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immediately 
available

Ready
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What is Kernel?
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Software

Kernel

Hardware

Software

Syscall Handler
File System

Device Drivers
Scheduler

Memory Manager

Hardware
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What are system calls?

● Process Control
● File Manipulation
● Device Management
● Information Maintenance
● Communication
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We have all the required information let’s have an 
example!
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What is the time complexity?
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Complexity: Using Nested Loops Complexity: Using a Hash Table
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Actual Use case - C Language
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O(n^2) Complexity: Using Nested Loops O(n) Complexity: Using a Hash Table
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Differential Flame graph
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What is Software Performance

● Software Aspects
○ Code efficiency
○ Caching strategy
○ Architecture and Design
○ Concurrency and Parallelism

● Hardware Aspects
○ Processor Speed Core Count
○ Memory (RAM)
○ Storage (HDD/SSD)
○ Network Speed

● Other Factors
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Caching Strategy
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No-caching

Caching

Execution time without cache: 0.05859804153442383 seconds
Execution time with cache: 0.0003237724304199219 seconds Expectation: Increase in blocked time and wait time since we need to fetch data 

from database
More context switch and cpu execution time for handling connection
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What do you expect?

● Without Caching: Expect more frequent and longer periods in the I/O wait and 
possibly blocked states 

● With Caching: The frequency and duration of I/O wait and blocked states are 
significantly reduced 
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Expectations are Confirmed!

● Without Caching: Expect more frequent and longer periods in the I/O wait and possibly 
blocked states 

● With Caching: The frequency and duration of I/O wait and blocked states are significantly 
reduced 
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What is Software Performance

● Software Aspects
○ Code efficiency
○ Caching strategy
○ Architecture and Design
○ Concurrency and Parallelism

● Hardware Aspects
○ Processor Speed Core Count
○ Memory (RAM)
○ Storage (HDD/SSD)
○ Network Speed

● Other Factors
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Concurrency and Parallelism

CPU Bound Example:
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Parallel and sequential
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What do you expect?
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Performance Metrics!
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Is parallel mechanism good for all situations?

● When Parallelism Is Beneficial
○ I/O-Intensive Tasks
○ Highly Concurrent Applications
○ Tasks with High Latency Operations

● When Parallelism May Not Be Beneficial
○ Computationally Intensive Tasks
○ Memory Bandwidth Saturation
○ Scaling Issues
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I/O intensive tasks!
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What we created!



Differential Flame Graph and System metrics
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Why differential flame graph

● Software performance analysis 
● Latency detection
● New Software version or system updates 
● Runtime discrepancies
● Pinpoint root causes
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Flame Graph

● An aggregated view of the function calls from the call stack
● Each entry (box) represents a function in the stack. 
● The x-axis represents total duration (execution time) and not absolute time.
● The width of an entry is the total time spent in that function, including time spent calling the children.
● Comprehensive yet simple and concise view, ideal for comparison
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Differential Flame Graph-Computation

Suppose having two traces, we need to compare them
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Differential Flame Graph-Representation

● Color
○ Flame Graph: The color of each function is randomly assigned based on the function name
○ Differential Flame Graph: colors are assigned based on the difference ratio

■ Red color palette for longer execution
■ Blue color palette for shorter execution
■ White for difference ratio between -5% and 5%  
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Execution Comparison

● We have two mode for execution comparison
○ Sequential traces
○ Distributed microservice-based system’s traces (request comparison)
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Sequential trace comparison
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Select two groups to be compared
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Select Relevant Traces
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Select desired time range graphically
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Select desired time range textually
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Reset to initial state
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Experiment reproducibility
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Request comparison
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Let’s collect traces and see the result 
in TraceCompass!



Find all the commands here

https://github.com/maryamekhlasi/ICPE2024
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1. Add the LTTng Stable 2.13 PPA repository and update the list of packages

2. Install the main LTTng 2.13 packages

Installing LTTng on Ubuntu
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Recording Kernel Events With LTTng
1. Checking the status of session daemon

2. Starting the session

3. Create tracing session

4. Enable Events

5. Start Tracing

6. Do something! Open a browser!

7. Stop and destroy the Tracing session
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Installing TraceCompass

1. Installing Java 

java -version
sudo apt update
sudo apt install default-jre

2. Installing TraceCompass

Go to https://eclipse.dev/tracecompass/

Tar xf <name>

Cd trace-compass

./tracecompass
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Empty space TraceCompass
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Create a tracing project
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File >> new tracing project
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Install the required add-ons
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Import traces
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View results
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Source codes are available for free!

1. https://github.com/eclipse-tracecompass-incubator/org.eclipse.tracecompass.i
ncubator

2. https://git.eclipse.org/r/c/tracecompass.incubator/org.eclipse.tracecompass.in
cubator/+/196496
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Thank you!
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